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ABSTRACT 

The development of artificial intelligence in the field of health encourages the use of 
electronic medical records in all health facilities to record health services provided to 
patients. For hospitals, extracting information from electronic medical records can make it 
easier for management to make clinical decisions and for researchers to obtain data for 
research in the medical and nursing fields. Information extraction is part of natural 
language processing, which requires a deep learning model in the medical and nursing 
fields. Information extraction is from electronic medical records. The research builds a 
model of named entity recognition in electronic medical records based on hybrid neural 
networks, bidirectional encoder representations from transformers, and setting 
hyperparameters to get the highest accuracy. The research data set is processed from an 
initial examination form of an adult patient in a hospital onto an electronic medical record 
in 2022, and the data is pre-processed. Next, perform the entity-tagging phase on the text 
and divide 70% of the training datasets by 30% of the testing datasets. Training and 
evaluation of models built using the confusion matrix method. The results of this study show 
that the entity identification model called bidirectional encoder representations from 
transformers consistently outperforms the neural network-based entity recognition model 
in any evaluation metric. The abbreviation of the bi-directional encoder representation of 
transformer has very high precision, recall, and f1-score values, demonstrating its ability to 
recognise entities very well. In this study, although the model named Entity Recognition 
based on neural networks also has high accuracy, the low precision and recall values 
indicate that this model may have difficulty recognising entities accurately. 
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INTRODUCTION 

Every health care facility must have and implement electronic medical 

records from the time the patient arrives at the hospital until the patient is 

discharged, whether the patient is referred, healthy, or dead. The Minister of Health 

Regulation regulates this further on Medical Records (Regulation of the Minister 

of Health of the Republic of Indonesia Number 24 of 2022 concerning Medical 

Records, 2022). 

An electronic medical record is a text-based record of a patient's diagnosis 

through the hospitalization process. It is usually stored in a structured and 

unstructured format which includes information such as the patient's health status 

and symptoms, medications, diseases, and various examination indicators. (Liu et 

al., 2019).  

According to Parsaoran and Sitompul (2023) electronic medical record is any 

statement, record, or explanation made by a health worker for a patient and stored 

in electronic storage. 

For example, the medical record reads "the patient was injured 15 minutes 

ago when his motorcycle collided with another motorcycle, causing pain in the left 

wrist and right shoulder, localized swelling and limited movement, no loss of 

consciousness, no dizziness, and no nausea. The local residents took the patient 

immediately to the emergency department for CT examination, no abnormalities 

were seen". Some information that can be obtained [left wrist] is a body part, 

[limited movement and local swelling] is a symptom, and [CT examination] is an 

examination. Such electronic medical records make it easier for hospitals and 

healthcare professionals to analyze information about the patient's condition and 

provide appropriate treatment recommendations. (Liu et al., 2019). 

The development of electronic medical records at the National Central 

General Hospital Dr. Cipto Mangunkusumo was carried out in stages by 

transferring forms into electronic form, of course adapted to the characteristics of 

the form's contents. The form templates are in the form of one choice, more than 

one choice, and even narrative text.  

The implementation of electronic medical records is a hope for researchers in 

the medical and nursing fields to facilitate obtaining primary and secondary data. 

On the side for hospital management, the application of electronic medical records 

can reduce the use of illegible or identified writing. Recording in electronic medical 

records, especially at the National Central General Hospital Dr. Cipto 

Mangunkusumo, is accompanied by monitoring activities for filling in patient 

health records in order to immediately determine the completeness and accuracy of 

electronic medical records. Therefore, electronic medical records are included in 

the examination material during the open / closed medical record review conducted 

by medical records officers and the quality committee. During the examination of 

records on electronic medical records by medical record officers and the quality 

committee, abbreviations outside the standard hospital abbreviations that have been 

determined are still found. In addition, hospital management and researchers had 

difficulty obtaining electronic medical record data sourced from narrative text. 

One method to extract sentences in electronic medical records, identify 

named entities in the text and classify them into defined categories is named entity 
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recognition. Ambiguity in words is one of the challenges in identifying named 

entities in narrative text, namely to recognize words that have multiple meanings in 

several sentences. Some approaches that can be done to detect entities are using 

rule-base, machine learning, and deep learning. Currently, the deep learning 

approach has gained much success in the field of natural language processing 

including named entity recognition. According to Susanty and Sukardi (2021) 

Recognition of named entities is part of research on natural language processing 

which is included in the field of artificial intelligence. The following are examples 

of entity categories in named entity recognition such as location (loc), organization 

(org), person name (per), time (date), quantity (mg), and others. (Kale and Govilkar, 

2017).  

In recent years, many studies have concentrated on named entity recognition 

using deep learning methods because it is a very dominant approach model in terms 

of named entity recognition research. This is because models built using deep 

learning based have better accuracy results. (Li et al., 2022). 

Named entity recognition has been widely implemented in various fields 

based on Indonesian, such as in the field of online news media or social media there 

is research on named entity recognition in Indonesian with bidirectional long short 

term memory convolutional neural networks. (Gunawan et al., 2018), named entity 

recognition model on Indonesian tweets with conditional random fields classifier 

(Munarko et al., 2018)., Classification of event types using a combination of 

neuroNER and recurrent convolutional neural networks on twitter data (Putra and 

Fatichah, 2018). (Putra and Fatichah, 2018)Comparison of machine learning and 

deep learning algorithms for named entity recognition: a case study of disaster data. 

(Giarsyani et al., 2020), Hybrid conditional random field and K-Means named 

entity recognition in Indonesian language news documents (Santoso et al., 2020), 

Comparison of transformer models in fake review detection (Awalina et al., 2022), 

Classification of Indonesian news with named entity recognition approach 

(Nurchim et al., 2023).. In the field of Geography, named entity recognition is used 

to identify location-specific named entities. (Berragan et al., 2023).. In the field of 

tourism, named entity recognition is used to identify entities named locations 

(Fakhri et al., 2023). (Fakhri et al., 2023).. In the field of health, named entity 

recognition is used to identify biomedical named entities such as genes, drugs, 

diseases, and chemicals (Abdillah et al., 2023). (Abdillah et al., 2023)., health 

insurance entities (AI-Ash et al., 2019), various kinds of language model named 

entity recognition in health insurance question and answer system (Jati et al., 2020). 

 

RESEARCH METHOD 

The research method applied in this study crucially chooses a hybrid neural 

network approach and bidirectional encoder representations from transformers to 

develop and evaluate a named entity recognition model on Indonesian electronic 

medical record text. Named entity recognition aims to recognize entities such as 

medical diagnoses, medications, and other important information in medical record 

narratives. A hybrid neural network approach combines the advantages of recurrent 

neural network and long short-term memory to understand temporal context, while 

transformers are used to overcome long-range dependencies in text. 
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Methodological steps include data collection from the SIMRS database, model 

architecture development, and evaluation using metrics such as precision, recall, 

and f1-score to assess model performance. This research is expected to improve the 

effectiveness of named entity recognition technology in the context of medical 

records, support more accurate clinical decision-making, and contribute to the 

integration of more advanced health information systems. 

 

Design Techniques 

The data design technique in this research with several stages including data 

processing, preprocessing, and tagging processes and the process of building a 

named entity recognition model. 

 

  
Figure 3.1 Design technique 

 

This research describes the stages of the design technique consisting of data 

processing, preprocessing, entity tagging, building a neural network-based named 

entity recognition (NER) model and transformers. The testing techniques used 

include precision to measure the accuracy of recognizing entities, recall to measure 

the ability to recognize relevant entities, and F1-score as a harmonious value 

between precision and recall. The research stages include data collection and 

analysis, data preprocessing with techniques such as stopword removal, 

lemmatization, and tokenization, as well as building NER models with hybrid 

neural networks and transformers. Evaluation was conducted using precision, 

recall, and F1-score metrics to assess the performance of the model, which will later 

be implemented in the hospital management information system. The research 

period lasted for five months, with a detailed schedule for each stage from ETL 

processing to model deployment. 
 

RESULT AND DISCUSSION 

 

Data Extract-Transfer-Load (ETL) Process 

This research begins with the stage of managing data from electronic medical 

records and is used as a research dataset. The inpatient adult patient assessment 

form is the focus of the data area used as a dataset because the form has been 

implemented at the Dr. Cipto Mangunkusumo National Central General Hospital 

from 2021, as can be seen in Figure 4.1 which shows the information technology 

infrastructure that has been built and integrated into the electronic medical record 

data architecture of this study. 

 

Data Collection 

The query command in Figure 4.2 is to view the columns in the table that has 

been collected: 

 

Pengolahan 
Data

Preprocessing Tagging Model NER
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Figure 4.2 Query command into a table 

Seen in table 4.1, some examples of data that have been collected from the 

extract-transform-load process are accommodated in the research database in one 

table. The data stored in the table that will be managed to become a data set is 

value_log as a sentence from an electronic medical record. The value_long field 

will also be used as a value that is managed or processed in the data preprocessing 

step so that the final process can be carried out before becoming a dataset, namely 

tagging.  

 

Table 4.1 Example of data that has been collected 

order_id obj_id obs_dttm obj_nm value_long 

135766047 30389 2022-01-

01 

06:58:25 

MAIN 

COMPLAINTS 

A 43-year-old female 

patient came from the 

emergency room with 

complaints of recurrent 

vomiting since 3 months 

ago. 

135766047 30391 2022-01-

01 

06:58:25 

HISTORY OF 

CURRENT 

ILLNESS 

Previously the patient 

complained of recurrent 

heartburn, the patient 

took gastric 

medications, but over 

time, the patient found it 

difficult to swallow. 

135766047 30394 2022-01-

01 

06:58:25 

FAMILY 

HISTORY OF 

DISEASE 

Family history of HT, 

DM, malignancy is 

denied.  

.... .... .... .... .... 

135766047 42328 2022-01-

01 

06:58:25 

LIST OF 

PROBLEMS OR 

DIAGNOSIS 

Endometrial Cyst 

Surgery History (2009 

and 2015) 

 

Data Preprocessing 

The data that has been collected from the query results is then carried out in 

the data preprocessing stage. Through the library from the natural languange 

processing (nlp-id) collection and this research utilizes various functions for 

Indonesian such as stopwords, lammatizers, and tokenizing. 

 

Defining Entities 

The basic design for defining class entities in the electronic medical record 

domain in this study can be seen in table 4.5 as follows: 

 

Table 4.2 Named entities used 
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No. Entity Class BIO Tagging Description 

1. Symptoms B-sym and I-sym showing symptoms or signs  

2. Body B-bod and I-bod showing body parts 

3. Treatment B-tre and I-tre show inspection 

4. Nursing B-nur and I-nur demonstrate maintenance actions 

5. Disease B-dis and I-dis indicates a disease or diagnosis 

6. Abbreviation B-abb and I-abb shows the abbreviation 

7. Other O indicates a word that has no 

meaning 

 

Manual annotation of named entities was carried out for almost two months 

by researchers together with the hospital medical record committee consisting of 

internal medicine specialists as electronic medical record evaluators, psychiatric 

specialists as chairman of the medical record committee, general practitioners as 

medical service managers, clinical nurses and medical recorders as electronic 

medical record trainers. The goal was to obtain better entity data and improve the 

quality of the data. Manual annotation of named entities seen in table 4.6 is used to 

determine the word class of each word, where this word class will be used to 

determine words that have entities. This research uses the BIO format which stands 

for Beginning (B), Inside (I), and Outside (O). This Named entity manual 

annotation can classify words into 7 Entity Class and 13 Tagging. 

 

Table 4.3 Example of tagging named entities 

Tokenization Annotated Named Entity Manual 

patient 

Consul  

ts  

igd  

complain  

pain  

stomach  

right 

patient, 'O' 

consul, 'O' 

ts, 'B-abb'  

igd, 'B-abb'  

complain, 'O' 

pain, 'B-sym' 

belly, 'B-bod' 

right, 'I-bod' 

.... .... 

patient 

pro 

egd 

ligase 

ts 

gastro 

patient, 'O' 

pro, 'O' 

egd,'B-abb' 

ligation, 'B-tre' 

ts,'B-abb' 

gastro, 'O' 

 

Research Dataset 

A series of extract-transfom-load and data preprocessing processes that have 

been carried out will obtain data in the database. Figure 4.3 dataset in the form of 

CSV is the result of the next step from the database and made into a CSV format 

file. 
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Figure 4.3 CSV dataset 

 

Named Entity Recognition Model 

The named entity recognition model built in the experimental environment 

requires software and hardware for implementation and has certain specifications. 

The experimental environment specifications in table 4.8 aim to support the 

performance of the designed system so that it can run properly and have the desired 

results. 

Table 4.4 Research environment specifications 

Software OSx Sonoma 14.0 

Visual Studio Code 1.85.1 

Python 3.9.2 

Xampp for OS X 7.4.33 

PHP version 7.4.33 

MySQL 5.5.5-10.4.17-MariaDB 

Hardware Processor: 1.4 Ghz Quad Core Intel Core i5 

Graphics: Intel Iris Plus Graphics 645 1536 MB 

Memory: 8 GB 2133 MHz LPDDR3 

In addition to some of the software mentioned in table 4.8, the designed model 

also utilizes several libraries or libraries from python, with details in table 4.9 as 

follows: 

 

Table 4.5 Library used 

Library Function 

import pandas Manipulate and analyze data, 

especially tabular data. 

import numpy  Perform numerical computations and 

array operations efficiently. 

import sklearn.model_selection  Provides tools to split the dataset into 

training and testing sets. 

import ast  

 

Parses Python expressions from 

strings, used here to interpret data 

stored as strings. 
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import keras.preprocessing.text Provides tools for text preprocessing, 

including tokenization. 

import 

tensorflow.keras.preprocessing.sequence 

Provides a function to pad the rows 

of a sequence to a uniform length. 

import keras.layers Provides various layers of neural 

networks to build the model. 

import keras.models Build and define the neural network 

model. 

import hard.losses Provide loss function for training 

optimization. 

import keras.callbacks Provide callbacks to monitor and 

manage the training process. 

import tensorflow Scientific computing and machine 

learning. 

import sklearn Provides various machine learning 

algorithms, including classification, 

regression, and clustering. 

import evaluate Provides functions for calculating 

evaluation metrics. 

import transformers Transformers are used for various 

machine learning tasks, including 

natural language processing (NLP) 

tasks such as language translation, 

language recognition and text 

classification. 

 

NER Model Training and Evaluation 

The neural networks used are GRU, bidirectional GRU, LSTM, bidirectional 

LSTM. The training and evaluation of the neural network-based model whose 

results are shown in Figure 4.10 were set hyperparameters at the time of model 

compilation with adam selected as the optimizer, accuracy selected as the metrics 

and 5 epochs as the number of rounds of model training. 

     

 
Figure 4.4 Training of neural network-based NER model 

 

Evaluation of the neural network-based model in Figure 4.11 processed with 

the test dataset to obtain the accuracy, precision, recall, and f1-score metric values. 
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Figure 4.5 Evaluation of neural network-based NER model 

 

 

 
Figure 4.6 Confusion matrix based on neural network 

 

Confusion matrix and classification report on the neural network-based 

named entity recognition model can be seen in Figure 4.12 and summarized 

evaluation comparison in Table 4.12 shows all neural network-based named entity 

recognition models have varying values. 

 

Table 4.6 Evaluation of neural network model 
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Model Precision Recall F1-Score Loss Acuracy 

LSTM 0.00494 0.06471 0.00901 0.00354 0.99934 

RNN-biLSTM 0.02304 0.06471 0.02483 0.00345 0.99935 

GRU 0.00494 0.06471 0.00902 0.00396 0.99937 

RNN-biGRU 0.02304 0.06471 0.02483 0.00341 0.99932 

 

The evaluation results of all neural network-based named entity recognition 

models in table 4.12 can be summarized as follows: precision of 0.02304 shows 

that the model only correctly predicts 2.30% of labels, recall of 0.06471 shows that 

the model only detects 6.47% of correct labels, f1-score of 0.0248 shows that the 

model has low precision and recall, loss of 0.00345 shows that the model has low 

error, accuracy of 0.99935 shows that the model has very high accuracy.  

In general and as can be seen in Figure 4.13, the neural network-based named 

entity recognition model has low precision, recall, and f1-score, but has very high 

accuracy. This shows that the neural network-based named entity recognition model 

is very good at predicting correct labels, but often misidentifies correct labels as 

false labels. 

 

 
Figure 4.7 Example of BERT-based model evaluation results 

 

The evaluation of the named entity recognition model based on bidirectional 

encoder representations from transformers can be seen in Figure 4.13 with an 

accuracy value of 0.99153 or 99% in recognizing named entities, of course with a 

loss value of 0.04312 or 0.4% indicating a low error. 

 

Table 4.7 BERT-based NER model evaluation tabulation 

Hyperparameters Pretrained indolem/IndoBERT 

No. Precision Recall F1 Loss Accuracy 

1. 0.94982 0.99048 0.96973 0.07344 0.98210 

2. 0.96022 0.99524 0.97742 0.06107 0.98634 

3. 0.97171 0.99592 0.98366 0.05057 0.99043 

4. 0.94748 0.98890 0.96774 0.06859 0.98108 

5 0.97454 0.99705 0.98566 0.04312 0.99153 

 

Training and evaluation of named entity recognition models based on 

bidirectional encoder representations from transformers with limited device 

capabilities, hyperparameters are set which can be seen in table 4.11 then the results 

in table 4.13 are the best in model 5 can be concluded as follows: precision of 
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0.97454 shows that the model only misidentifies 0.03% of labels, recall of 0.99705 

shows that the model only misses 0.01% of correct labels, f1-score of 0.98566 

shows that the model has very high precision and recall, loss of 0.04312 shows that 

the model has low error, accuracy of 0.99153 shows that the model has very high 

accuracy.  

In general, the named entity recognition model based on bidirectional encoder 

representations from transformers has very high precision, recall, and f1-score, and 

has low loss. This shows that the named entity recognition model based on 

bidirectional encoder representations from transformers is very good at predicting 

correct labels and does not misidentify correct labels as false labels. 

From the comparison of the two approaches in building the named entity 

recognition model, it can be concluded that the bidirectional encoder 

representations from transformers-based approach consistently outperforms the 

neural network-based approach in every evaluation metric. The bidirectional 

encoder representations from transformers approach in named entity recognition 

mode has very high precision, recall, and f1-score values, indicating its ability to 

recognize entities very well, Although the neural network-based named entity 

recognition model has high accuracy, the low precision and recall values indicate 

that this model may have difficulty in recognizing entities accurately, the significant 

difference between the evaluation results of the two shows that the bidirectional 

encoder representations from transformers approach has an advantage in the named 

entity recognition task compared to the neural network. 

 

Application of the NER Model 

In this research, the bidirectional encoder representations from transformers 

approach in the named entity recognition model is selected for implementation or 

deployment. The named entity recognition model based on bidirectional encoder 

representations from transformers is set to provide maximum results and then enter 

the implementation or deployment stage. 

The named entity recognition model based on bidirectional encoder 

representations from transformers that have been compiled in Figure 4.14 will form 

a model.safetensors, tokenizer.json file that can be called in other files or inference 

API (Application Programming Interface) to be run as new learning.  

 

 
Figure 4.8 Compiled BERT-based model 
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The named entity recognition model based on bidirectional encoder 

representations from transformers will be embedded in a web-based information 

system in the electronic medical record module, where users will enter sentences 

then the inference API (Application Programming Interface) from huggingface.co 

as a back-end will provide named entity output from the process of the named entity 

recognition model based on bidirectional encoder representations from 

transformers that have previously been built.  

 

Hyperparameters Result Comparison 

From table 4.13, we can see that the loss value decreases from 0.07344 in 

model 1 to 0.06107 in model 2 and 0.05057 in model 3 as shown in figure 4.16. 

This shows that the model becomes more accurate in recognizing named entities. 

The precision, recall, and f1-score values also show the same trend. The precision 

and recall values increase from model 1 to model 3, which shows that the model 

becomes better at recognizing the correct named entities. The f1-score value also 

increased, indicating that the model became better overall at recognizing named 

entities. The accuracy value also increased from model 1 to model 3, indicating that 

the model became better at correct named entity recognition. Overall, it can be 

concluded that the IndoBERT pretrained model becomes more accurate in named 

entity recognition as the loss value decreases and the precision, recall, and f1-score 

values increase. 

Model 1 has a fairly high loss value, which is 0.07344. This shows that the 

model still has errors in recognizing named entities. The precision and recall values 

of this model are also quite high, which are 0.94982 and 0.99048 respectively. 

However, the f1-score value of this model is lower than its precision and recall 

values, which are 0.96973. This shows that the model still has errors in recognizing 

correctly named entities. The accuracy value of this model is also quite high, which 

is 0.98210. 

Model 2 has a lower loss value than model 1, which is 0.06107. This shows 

that the model becomes more accurate in recognizing named entities. The precision 

and recall values of this model also increased from model 1, which are 0.96022 and 

0.99524 respectively. The f1-score value of this model also increased from model 

1, which is 0.97742. This shows that the model has become better overall at 

recognizing named entities. The accuracy value of this model also increased from 

model 1, which is 0.98634. 

Model 3 has the lowest loss value of the three models, which is 0.05057. This 

shows that the model is the most accurate in recognizing named entities. The 

precision and recall values of this model are also the highest of the three models, 

which are 0.97171 and 0.99592 respectively. The f1-score value of this model is 

also the highest of the three models, which is 0.98366. This shows that the model 

is the best overall at recognizing named entities. The accuracy value of this model 

is also the highest of the three models, which is 0.99043. 

Model 4 has a higher loss value than the third model, which is 0.06859. This 

shows that the third model is still the most accurate in named entity recognition. 

The precision and recall values of this model are also lower than the third model, 

which are 0.94748 and 0.98890 respectively. The f1-score value of this model is 
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lower than the third model, which is 0.96774. This shows that the model is not as 

good overall as the third model in named entity recognition. The accuracy value of 

this model is also lower than the third model, which is 0.98108. 

  Model 5 has the lowest loss value of the five models, which is 0.04312. This 

shows that the model is the most accurate in recognizing named entities. The 

precision and recall values of this model are also the highest of the five models, 

which are 0.97454 and 0.99705 respectively. The f1-score value of this model is 

also the highest of the five models, which is 0.98566. This shows that the model is 

the best overall at recognizing named entities. The accuracy value of this model is 

also the highest of the three models, which is 0.99153. 

The hyperparameters set in model 4 of model 3 are differentiated in 

train_batch_size and eval_batch_size with higher values, but have smaller 

confusion matrix results ranging from precision, recall, f1-score, loss and accuracy 

values. While it is interesting when the hyperparameter set in model 5 of model 3 

is differentiated in train_bacth_size and eval_batch_size with smaller values, but 

has better confusion matrix results than model 3. 

 

CONCLUSION 

This research shows important contributions in the development of deep 

learning models for the task of named entity recognition in Indonesian electronic 

medical records. The named entity recognition model based on bidirectional 

encoder representations from transformers achieved 99% evaluation accuracy with 

optimal hyperparameters settings. The model effectively identifies entities such as 

symptoms, diseases, abbreviations, body parts, examinations, and treatments in 

medical record text, with the ability to accurately predict labels and reduce 

misidentification. Experiments showed that the use of data preprocessing and entity 

tagging facilitated the automatic labeling process, and training using pre-trained 

IndoBERT contributed to superior results compared to previous neural network-

based models. In addition, this research produced a prototype system for detecting 

named entities in electronic medical records, which can serve as a basis for further 

development. However, this study also identified that to achieve evaluation 

standards close to human capabilities, future developments need to expand the 

scope of entities and consider the use of specialized pre-trained models in 

Indonesian-language biomedical or medical domains, as well as the addition of 

categories such as radiology, clinical pathology, anatomical pathology, and 

microbiology in the classification of named entities. 
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