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ABSTRACT 

This research focuses on classifying the Hulu and Kuala Banjarese dialects in the prose text 
“Datu Kandangan and Datu Kartamina”. These dialects represent linguistic variations 
resulting from geographical, social, and cultural differences among language communities, 
particularly in South Kalimantan, Indonesia. Language analysis methods such as Python 
Natural Language Toolkit (NLTK), NumPy, and Latent Dirichlet Allocation (LDA) Visualization 
(LyLDAvis) were employed to classify the dialects, involving data preprocessing steps like 
tokenization, punctuation removal, stop word normalization, and stemming. The research 
findings reveal the superiority of the "Naive Bayes" method over the "Boolean Query," 
achieving high accuracy in identifying positive examples and classifying texts into Upper and 
Lower Banjar dialects. The "Naive Bayes" method outperforms the "Boolean Query" with 
precision and recall values of 0.955563 and 0.956098, while the "Boolean Query" only 
reaches 0.021416 and 0.146341. This study makes a significant scholarly contribution to 
understanding language and cultural diversity in South Kalimantan, opening opportunities 
for further exploration in developing Natural Language Processing (NLP) technology for 
Indonesian regional languages. 

KEYWORDS Banjarese Dialect, Boolean Query, Classification, Naïve Bayes, Dialect 
Classification 

 This work is licensed under a Creative Commons Attribution-
ShareAlike 4.0 International 

 

INTRODUCTION 

Natural Language Processing (NLP) has become one of the most exciting 

research areas in recent years. NLP aims to understand human language and enable 

computers to interact with human language more effectively. In this study, we will 

discuss several important tools used in language analysis, namely Python Natural 

Language Toolkit (NLTK), NumPy, and LDA Visualisation (LyLDAvis), to 
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support the process of classifying Hulu Banjar and Kuala Banjar dialects in the 

prose text “Datu Kandangan and Datu Kartamina”. 

Dialects are language variations that emerge as a result of geographical, 

social, and cultural differences between language communities. In the context of 

Indonesian, Banjar dialect is one of the dialect variations used by people in South 

Kalimantan. In Banjar dialect itself, there are two significant main variants, namely 

Hulu Banjar and Kuala Banjar dialects. Studies of language dialects have important 

value in understanding the linguistic diversity and sociolinguistic aspects of a 

region. Through dialect classification, researchers can better identify the differences 

and characteristics of each dialect variant. With the development of technology, the 

use of methods and techniques in the field of Natural Language Processing (NLP) 

has opened up new opportunities in language analysis, including in dialect 

classification. 

The purpose of this study is to classify Hulu Banjar and Kuala Banjar dialects 

in prose texts, especially in the work "Datu Kandangan and Datu Kartamina". This 

work was chosen as the object of research because it contains narratives and 

dialogues that reflect the use of Banjar dialect in a distinctive context. Through 

dialect classification in this text, it is hoped that a deeper insight into the use and 

proportion of each dialect in the work can be obtained. In addition, morphology is 

one of the branches of science in the field of language that is important to study. 

Morphology studies the structure of word formation, including how words are 

formed from basic words, as well as semantic shifts in language. In Banjarese, there 

are three ways to form words from basic words, namely through affixation or the 

addition of affixes, reduplication or repetition, and through composition or 

compounding (Hapip et al., 1981). 

The process of affixation in Banjarese consists of several forms, such as 

prefixes (ba-, di-, maN-, sa-, ta-, and paN-), infixes (-al-, -ar-, -ul-, and -ur-), 

suffixes (-akan, -an, -i, -nya), and also confixes (ba-an, ka-an, and paN-an). Each 

form of affixation gives additional meaning to the basic word and reflects the 

richness and complexity of Banjarese. By understanding the process of morphology 

in Banjarese, it is hoped that this research can provide a more comprehensive 

contribution to understanding the Hulu Banjar and Kuala Banjar dialects in the 

prose text "Datu Kandangan and Datu Kartamina". The results of the dialect 

classification analysis and morphological understanding are expected to provide a 

significant scientific contribution to the development of linguistics, especially in 

understanding the linguistic diversity and culture in South Kalimantan. 

In the research process, we will use several important tools that have been 

mentioned earlier, namely Python NLTK, NumPy, and LyLDAvis. Python NLTK 

will be used to perform text processing and language analysis in the early stages. 

NumPy will help in processing text data into vector or matrix form that is suitable 

for use in classification models. LyLDAvis will be used to visualize the results of 

the topic classification model (LDA) and help in understanding the representation 

of Hulu Banjar and Kuala Banjar dialect topics in the prose text "Datu Kandangan 

and Datu Kartamina". In dialect classification, we will apply two different 

approaches, namely boolean query and naive Bayes. The boolean query approach 

will be used as a simple classification method to identify text that contains 
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keywords or phrases that are specifically related to Hulu Banjar or Kuala Banjar 

dialects. Meanwhile, the naive Bayes method will be used as a probabilistic 

classification method that utilizes Bayes' theorem with the assumption of 

independence of features in text.  

By combining powerful language analysis tools such as Python NLTK, 

NumPy, and LyLDAvis, and applying boolean query and naive Bayes classification 

approaches, this research is expected to provide a deeper understanding of the use 

and proportion of Hulu Banjar and Kuala Banjar dialects in the literary work "Datu 

Kandangan and Datu Kartamina". The results of the research are expected to 

provide a significant scientific contribution to the understanding of linguistic 

diversity and sociolinguistic aspects in South Kalimantan, and potentially become 

the basis for further research in the field of NLP and language analysis. 

 

RESEARCH METHODS 

This study used a dataset of 428 reviews taken from the prose book “Datu 

Kandangan and Datu Kartamina”. The dataset was then divided into three classes: 

Hulu reviews, Kuala reviews, and neutral reviews. A total of 1,151 features were 

used in this study. The following are the stages of the research flow as described in 

the figure : 

 

 
Figure 1. Research Flow 

 

Data Preprocessing 

This stage aims to prepare the prose text "Datu Kandangan and Datu 

Kartamina" before the classification of Hulu Banjar and Kuala Banjar dialects is 

carried out. The pre-processing stage includes tokenization, punctuation removal, 

stop word normalization, and stemming. In the tokenization stage, the text is 

divided into token units such as words. Then, punctuation is removed to focus on 

the relevant words. After that, stop word normalization is carried out to remove 
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common words that do not provide significant contributions in classification. The 

last stage is stemming, where words are extracted to their base forms. 

TF-IDF(t, d, D) = TF(t, d) * IDF(t, D) 

a. TF(t, d) : The term frequency (TF) value of the word "t" in document "d". 

TF measures how often the word "t" appears in document "d". 

b. IDF(t, D) : The inverse document frequency (IDF) value of the word "t" in 

the document collection "D". IDF measures how common or rare the word 

"t" appears in the entire document collection "D". 

c. t : The word or term whose TF-IDF weight is to be calculated. 

d. d : The document being analyzed. 

e. D : The collection of all documents in the corpus or dataset. 
 

Training Data Preparation 

After the prose text is pre-processed, the training data is formed by selecting 

words that are contained in the Hulu Banjar and Kuala Banjar dialects. These words 

are obtained from an external file that contains a list of words that represent each 

dialect. Next, the training data is formed by associating these words with the 

appropriate dialect label based on the Hulu Banjar and Kuala Banjar dictionaries. 

 

Table 1. Table of Banjar Hulu and Kuala Dialects 
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Word Feature Extraction 

After the training data is formed, word feature extraction is performed. The 

frequency of word occurrence in the entire training data is calculated using the 

FreqDist function from NLTK. Words with high frequencies are considered to be 

relevant features. These features are then used in the formation of the training data 

in a format that is accepted by NLTK. 
 

Word Classification 

After word feature extraction is performed and the frequency of word 

occurrence is found in the entire training data, the Naive Bayes model is then used 

to classify the text and determine whether the text belongs to the Banjar Hulu 

dialect, the Banjar Kuala dialect, or neutral. 

 

Query with Boolean Method 

In the boolean query method, a function called boolean_query() is created that 

takes text and keywords as input. The text is checked to see if it contains all the 

keywords (keywords). If so, the text is classified as a Banjar Hulu or Kuala dialect 

based on the dictionary, otherwise, it is classified as a neutral dialect. The formula 

for boolean query is as follows: 

P = First condition (term 1) 

Q = Second condition (term 2) 

AND = Logical operator AND (conjunction) 

OR = Logical operator OR (disjunction) 

NOT = Logical operator NOT (negation) 

Using boolean logical operators, the formula for boolean query can be written as : 

AND Query: P AND Q 

Meaning, search for documents that contain both conditions (term 1 and term 2). 

OR Query: P OR Q 

Meaning, search for documents that contain one or both conditions (term 1 or term 

2). 

NOT Query: NOT P 

Meaning, search for documents that do not contain a specific condition (term 1). 

Combined Query: (P AND Q) OR (R AND NOT S) 

Meaning, perform a combination of several conditions using the logical operators 

AND, OR, and NOT. 

 

Query with Naive Bayes Method 

In addition to the boolean query method, a query is also performed using the 

Naive Bayes method. A function called process_text_naive_bayes() is created that 

takes text as input. The text is processed by tokenizing, extracting word features, 

and using a Naive Bayes model to predict the dialect label. In the case of text 

classification, the Naive Bayes Classification formula can be written as follows : 

P(C|F1, F2, ..., Fn) = (P(F1|C) * P(F2|C) * ... * P(Fn|C) * P(C)) / P(F1, F2, ..., Fn) 

Explanation: 

1) P(C|F1, F2, ..., Fn) is the posterior probability that text data X belongs to 

category C, given features F1, F2, ..., Fn in the text data X. 
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2) P(Fi|C) is the probability that feature i appears in category C. This probability 

is calculated from the training data by counting the frequency of occurrence 

of feature i in text data that falls into category C divided by the total text data 

that falls into category C. 

3) P(C) is the prior probability of category C, which is the probability that text 

data randomly belongs to category C. This probability is also calculated from 

the training data by counting the number of text data that fall into category C 

divided by the total text data. 

4) P(F1, F2, ..., Fn) is the prior probability of features F1, F2, ..., Fn in the text 

data X. In Naive Bayes, features are assumed to be independent, so this 

probability can be calculated as the product of the probabilities of each 

feature. In the case of text, this probability can be calculated as the product of 

the probabilities of the occurrence of each word in the text data X. 
 

Result Analisis 

To analyze the classification results, the prose text “Datu Kandangan wan 

Datu Kartamina” was used as a corpus. The code with python and the required 

libraries will be processed to classify each text in the corpus and store the 

classification results in a list. The classification results are then stored in a CSV file 

that contains the columns 'origin' (original text), 'normalized' (processed text), and 

'class' (determined dialect class). 
 

Model Evaluation 

The predictions from both methods are evaluated by comparing them with the 

actual labels. The evaluation is carried out using metrics such as accuracy, 

precision, and recall. The evaluation results provide an overview of the performance 

of both methods in classifying Banjar Hulu and Banjar Kuala dialects in the prose 

text “Datu Kandangan wan Datu Kartamina”. 

Precision = True Positives / (True Positives + False Positives) 

1) True Positives (TP) is the number of positive data that are correctly predicted 

by the model. 

2) False Positives (FP) is the number of negative data that are incorrectly 

predicted as positive by the model. 

3) Accuracy = (True Positives + True Negatives) / (True Positives + True 

Negatives + False Positives + False Negatives) 

4) True Positives (TP) is the number of positive data that are correctly predicted 

by the model. 

5) True Negatives (TN) is the number of negative data that are correctly 

predicted by the model. 

6) False Positives (FP) is the number of negative data that are incorrectly 

predicted as positive by the model. 

7) False Negatives (FN) is the number of positive data that are incorrectly 

predicted as negative by the model. 

 

In both of the above formulas, True Positives, True Negatives, False Positives, 

and False Negatives are values that are obtained from the results of evaluating a 
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classification model by comparing the model's prediction results with the actual 

labels of the data. Precision measures how many of the data that are predicted 

positive by the model are actually positive, while accuracy measures how many of 

the entire data are predicted correctly by the model. The higher the values of 

precision and accuracy, the better the performance of the classification model in 

predicting data. 

 

 

RESULT AND DISCUSSION 

Data Pre-processing 

After pre-processing the prose text "Datu Kandangan wan Datu Kartamina", 

feature extraction was performed from 428 corpus to perform classification of 

Banjar Hulu and Banjar Kuala dialects. The results of feature extraction revealed 

1151 unique features consisting of various words or terms in the corpus. Next, an 

analysis was conducted on the words that appear most frequently in the corpus, 

known as most frequent words. The most frequent words identified are 'tuti', 'datu', 

'urang', 'kampung', 'inya', 'imah', 'kumandan', 'imbah', 'kandangan', 'amun', 'banar', 

'walanda', 'kartamina', 'hidin', and 'napang'. These words have a high frequency in 

the corpus and can provide an overview of the characteristics of the language and 

dialect that are often used in the prose text. 

 

Figure 2. Frequent Words 

 

Figure 3. Word Frequency in wordcloud 
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Feature Extraction 

A total of 1151 features were obtained from the results of feature extraction 

on 428 corpus. These features are a collection of relevant and diverse words that 

can be used in further analysis to classify Banjar Hulu and Banjar Kuala dialects. 

 

 

Figure 4. Document Feature Extraction Table 

The feature extraction values show the occurrence of each feature in the 

documents of the corpus. Features with high extraction values indicate that the word 

appears more often in the prose text and can have an important contribution to the 

dialect classification process. This feature extraction information will be used to 

form the training data, select important features, and classify the dialects using the 

Naive Bayes method or the boolean query method. By utilizing the results of this 

feature extraction, researchers can identify the words that are most relevant in 

distinguishing between Banjar Hulu and Banjar Kuala dialects in the prose text 

"Datu Kandangan wan Datu Kartamina". The results of this analysis and 

classification are expected to provide deeper insights into the differences and 

characteristics of each dialect in the work. 

 

Figure 5. TF-IDF Results 

The output results shown are a representation of the TF-IDF matrix. TF-IDF 

(Term Frequency-Inverse Document Frequency) is a common method used in text 
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analysis to evaluate the importance of a word in a document or text corpus. The TF-

IDF matrix represents each word in a document as a vector with a dimension that 

corresponds to the number of words in the corpus. Each entry in the matrix shows 

the TF-IDF weight of the word in the associated document. 

In the given output example, the pair (i, j) shows the document index (i) and 

feature index (word) (j) in the TF-IDF matrix. The entry (i, j) shows the TF-IDF 

weight of the word indexed by j in the document indexed by i. For example, in the 

pair (0, 89), the value 0.22194558476889267 shows the TF-IDF weight of the word 

indexed by 89 in the document indexed by 0. This value reflects how important the 

word is in the document based on its frequency of occurrence in the document and 

the frequency of occurrence of the word in the entire text corpus. 

 

 

Figure 6. Word Relations in Vector Representation 

The results shown are a visual representation of the relationships between 

words in vector space. Each row shows a specific word along with the vector 

coordinates that describe its position in the two-dimensional space, represented by 

the PC1 and PC2 axes. 

For example, consider the first row: 

The word “abah” has a PC1 vector coordinate of 1.8570833562196722 and a 

PC2 vector coordinate of 0.7987113961863019. This indicates that in the vector 

representation used, the word “abah” has a relative position with respect to the PC1 

and PC2 axes of approximately (1.8570833562196722, 0.7987113961863019) in 

two-dimensional space. Similarly, the following rows show the vector coordinates 

of other words such as “abahnya”, “abut”, “ad”, and “ade”. This information 

provides a visual overview of how the relationships between these words are 

manifested in vector space. The distance and direction between the vector 

coordinates can be used to represent the degree of similarity or difference in 

meaning between these words in the representation used. 
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Figure 7. LDA Visualization 

 

CONCLUSION 

The results presented are a table showing the evaluation results for the two 

methods used, namely "Boolean Query" and "Naive Bayes". The table includes a 

column called "Method" that shows the name of the method, as well as columns 

called "Precision" and "Recall" that show the values of the associated evaluation 

metrics. 

 
Figure 8. Precision and Recall Table 

 

Here is an explanation of each of the evaluation metrics listed in the table: 

1. Precision : It is the ratio of the number of true positives (positives predicted 

correctly) divided by the total number of positive predictions (true positives 

+ false positives). Precision measures how accurate the model is in identifying 

the positive class. The precision value ranges from 0 to 1, with a value of 1 

indicating perfect precision. In this case, the "Boolean Query" method has a 

precision value of 0.021416, while the "Naive Bayes" method has a precision 

value of 0.955563. This shows that the "Naive Bayes" method has a much 

higher precision than the "Boolean Query" method. 

2. Recall : Also known as sensitivity, recall measures how well the model does 

in identifying all true positive examples. Recall is calculated as the ratio of 

the number of true positives divided by the total number of positive examples 

(true positives + false negatives). The recall value also ranges from 0 to 1, 

with a value of 1 indicating perfect recall. In this case, the "Boolean Query" 

method has a recall value of 0.146341, while the "Naive Bayes" method has 

a recall value of 0.956098. This shows that the "Naive Bayes" method has a 
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much better ability to identify positive examples than the "Boolean Query" 

method. 

 
Figure 9. Comparison of Boolean Query and Naive Bayes 

 

Therefore, based on the table, it can be concluded that the "Naive Bayes" 

method provides much better results in terms of precision and recall than the 

"Boolean Query" method. 
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