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ABSTRACT 

Cache memory in microprocessors has an important role in improving computer system 
performance by reducing data access time. This research aims to test the hypothesis 
that increasing the size and level of cache memory can significantly improve 
microprocessor performance. The research methodology involves a literature study on 
the concept of cache memory and experimental simulations using computer 
architecture simulators, such as Gem5, to model scenarios with varying cache sizes and 
levels. In these simulations, performance parameters such as memory access latency, 
throughput, and Instructions Per Cycle (IPC) were measured and analyzed. The results 
show that increasing cache size and level generally contributes towards improving 
microprocessor performance by reducing data access time. Further statistical analysis 
supports the hypothesis that there is a positive correlation between cache size and level 
and system efficiency. These findings provide useful insights in future microprocessor 
architecture design and memory system optimization. 
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INTRODUCTION 

 In the development of computer technology, microprocessors play a very 

crucial role in determining the overall performance of a computer system (Ma et 

al., 2015). With the increasing need for increasingly complex computing 

applications, such as artificial intelligence, graphics processing, and big data 

processing, the ability of microprocessors to execute instructions quickly and 

efficiently is becoming increasingly important (Gill et al., 2024). One of the main 

components that contribute to microprocessor performance is cache memory 

(Lanka et al., 2024). Cache memory functions as a high-speed storage layer that 

https://greenpublisher.id/
http://sosains.greenvest.co.id/index.php/sosains
https://creativecommons.org/licenses/by-sa/4.0/


Eduvest – Journal of Universal Studies 
Volume 4, Number 12, December, 2024 

11825   http://eduvest.greenvest.co.id 

stores data and instructions that are frequently accessed by the processor, thereby 

reducing access times to slower main memory (RAM) (Hazarika et al., 2020). 

 Cache memory usually consists of several levels (L1, L2, L3) with different 

sizes and access speeds. The L1 cache, which is closest to the processor core, has 

the smallest size but the fastest access, while the L3 cache has a larger size but 

slower access time. The effectiveness of cache memory in improving 

microprocessor performance is highly dependent on various factors, including 

cache size, cache level, and cache management algorithms (cache replacement 

policies) (Chen et al., 2014). In several previous studies, it has been shown that 

increasing cache size and optimizing cache architecture can provide significant 

improvements to processor performance (Mittal & Vetter, 2015). However, the 

relationship between cache size and level and system performance in various 

processing scenarios is not fully understood, especially in applications that require 

intensive memory access (Drolia et al., 2017). 

 This research focuses on the role of cache memory in improving 

microprocessor performance by reducing data access time (Adegbija et al., 2017). 

The main hypothesis proposed is that increasing the size and level of cache memory 

on a microprocessor will significantly improve system performance. To test this 

hypothesis, a series of simulation experiments were conducted using computer 

architecture simulators, such as Gem5, to model various scenarios with varying 

cache sizes and levels (Brais et al., 2020). Performance parameters such as memory 

access latency, throughput, and Instructions Per Cycle (IPC) will be measured and 

analyzed to identify the extent to which increasing cache size and level affects 

microprocessor performance (Van den Steen et al., 2016). 

 This research has important contributions in the field of computer 

architecture, especially in the context of microprocessor design. By understanding 

the impact of cache size and level on system performance, processor designers can 

make more informed decisions in determining the optimal cache configuration 

(Beckmann & Sanchez, 2017). In addition, the results of this research are also 

expected to provide guidance for software developers in optimizing their 

applications to utilize cache memory more effectively (Linares-Vasquez et al., 

2015). 

 Furthermore, this research will begin with a literature study to understand 

the basics of cache memory concepts and its performance. Then, simulation 

experiments will be conducted to test the proposed hypothesis, followed by 

statistical analysis to evaluate the performance measurement results. The final 

results of this research are expected to provide a comprehensive view of the role 

and optimization of cache memory in improving microprocessor performance. 

  

RESEARCH METHOD 

The research methodology includes an in-depth literature study on the 

concept of cache memory, aiming to understand the role of cache in computer 

architecture (Zulfa et al., 2020). In addition, experimental simulations are 

conducted using computer architecture simulators, such as Gem5, to model various 

scenarios with different cache sizes and levels (Lowe-Power et al., 2020). In the 
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simulation process, important performance parameters such as memory access 

latency, throughput, and Instructions Per Cycle (IPC) are measured and analyzed in 

detail (Hwang et al., 2024). This analysis aims to evaluate how variations in cache 

size and level affect the overall system efficiency. 

 

RESULT AND DISCUSSION 

This research simulates various cache memory sizes and levels to evaluate 

their impact on microprocessor performance. The computer architecture simulator 

used is Gem5, with the experimental setup varying the cache size (32KB, 64KB, 

128KB, 256KB) and cache level (L1, L2, L3). The measured performance 

parameters are cache miss rate and Instructions Per Cycle (IPC) as an indicator of 

microprocessor performance. 

 

1. Results of the Effect of Cache Size on Cache Miss Rate 

 

Table 1 below shows the results of cache miss rate measurements on various 

cache sizes. 

 

From Table 1, it can be seen that increasing the cache size significantly 

reduces the cache miss rate at all cache levels. At 32KB cache size, the cache miss 

rate is relatively high, especially at L1 (14.8%). However, when the cache size 

increases to 256KB, the L1 miss rate drops to 5.1%. This shows that increasing the 

cache size can effectively reduce the miss frequency, thus improving the efficiency 

of data access. 

 

2. Results of the Effect of Cache Size on IPC (Instructions Per Cycle) 

Next, the effect of cache size on IPC was measured to assess the overall 

performance of the processor. Table 2 displays the results of the IPC measurements 

at various cache sizes. 

 

Table 2. IPC Based on Cache Size 

Ukuran Cache (KB) IPC 

32 1.8 

64 2.4 

128 2.9 

256 3.2 

 

The results in Table 2 show that the increase in cache size is directly 

proportional to the increase in IPC. As the cache size increases, the processor can 

Ukuran Cache 

(KB) 

L1 Cache Miss 

Rate (%) 

L2 Cache Miss 

Rate (%) 

L3 Cache Miss 

Rate (%) 

32 14.8 8.5 2.3 

64 10.2 6.0 1.8 

128 7.4 4.3 1.4 

256 5.1 3.0 1.0 
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execute more instructions per cycle. At 256KB cache size, the IPC reaches 3.2, 

which shows an increase in system performance. This is due to the decrease in cache 

miss rate which allows the processor to access data faster and execute instructions 

more efficiently. 

 

3. Discussion 

The results show that increasing the cache size significantly reduces the 

cache miss rate and increases the IPC. This is in line with the hypothesis that 

increasing cache size can improve microprocessor performance. At higher cache 

levels (L2 and L3), increasing the cache size also has a positive impact with a lower 

miss rate reduction compared to L1, which has the fastest access time but smaller 

capacity. 

Furthermore, these results confirm the importance of optimal cache design 

in microprocessor architectures. The right combination of cache size and level is 

required to achieve a balance between storage capacity and access time. For 

example, a cache size of 256KB provides the highest IPC in this test, indicating that 

this size is effective in reducing data access time and increasing system throughput. 

However, increasing the cache size has its limits. In this experiment, 

although increasing the cache size from 128KB to 256KB increases the IPC, larger 

increments may provide diminishing returns in performance. In addition, larger 

cache sizes require more power and physical space on the processor, so 

microprocessor designers should consider these factors when determining the 

optimal cache configuration (Mittal, 2014). 

 

4. Implications and Suggestions 

The findings show that to improve microprocessor performance, there needs 

to be a balance between cache size and access time. Increasing the cache size up to 

a certain limit provides advantages in decreased cache miss rate and improved IPC. 

However, considerations such as power consumption and physical space 

requirements must be taken into account in the design of the processor architecture. 

Therefore, further studies can focus on optimizing the cache replacement algorithm 

and studying its effect on performance in real applications. 

 

CONCLUSION 

 This research has examined the role of cache memory in improving 

microprocessor performance by analyzing the effect of cache size and level on 

cache miss rate and Instructions Per Cycle (IPC). Based on simulation results, it 

was found that increasing the cache size can significantly reduce the cache miss rate 

and improve microprocessor performance. Increasing the cache size from 32KB to 

256KB shows a decrease in cache miss rate and an increase in IPC, which indicates 

an increase in the efficiency of data access and instruction execution by the 

processor. 

 In addition, the cache level also has an effect on system performance. The 

L1 cache which has the fastest access time provides greater performance 
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improvement at the optimal size, while L2 and L3 serve as larger storage with 

slightly slower access times. These results support the hypothesis that an optimal 

combination of cache size and level can significantly improve microprocessor 

system performance. 

 However, this study also shows that increasing cache size has limitations, 

such as higher power consumption and physical space requirements on the 

processor. Therefore, efficient cache design requires a balance between cache size, 

rate, and access time. The implications of this research emphasize the importance 

of proper cache management strategies in microprocessor architecture design to 

achieve optimal performance. 

 As a suggestion for future research, further exploration of the influence of 

cache replacement algorithms and their impact on performance in various real 

applications can be the next step to understand cache optimization in various usage 

scenarios. 
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