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ABSTRACT 

This research explores the use of synthetic data in Length Recency Frequency Monetary 

(LRFM) analysis and K-Means clustering for customer segmentation. It is challenging to 

access accurate and comprehensive customer data, this study generates synthetic data using 

Time-series Generative Adversarial Networks (TimeGAN) to supplement or replace original 

data. LRFM analysis is used to measure customer characteristics based on the dimensions 

of Length, Recency, Frequency, and Monetary, which are then applied to clustering using 

the K-Means algorithm. The quality of clustering is evaluated using the Silhouette 

Coefficient and Davies-Bouldin Index. The results show that the Silhouette Coefficient for 

synthetic data is 0.42, slightly higher compared to the original data which has a value of 

0.41. Meanwhile, the Davies-Bouldin Index for synthetic data is 0.90, slightly higher than 

the original data which has a value of 0.89. This indicates that synthetic data can mimic the 

characteristics of real data without compromising the accuracy and quality of clustering. 

By combining synthetic data, LRFM analysis, and K-Means clustering, this research 

provides in-depth insights into customer segmentation. The findings are expected to help 

companies develop more effective marketing strategies, enhance customer retention, and 

optimize overall customer experience. This study asserts that synthetic data is a valid 

alternative to real data in customer analysis. 
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INTRODUCTION 

Companies need customer data to understand and analyze customer behavior, 

leading to effective marketing strategies, increased customer retention, and 

optimized customer experiences (Gul & Rehman, 2023). Customer segmentation, a 

technique often used, involves grouping customers with similar characteristics 

(Marisa et al., 2019; Tomašev & Radovanović, 2016). The Length, Recency, 

Frequency, Monetary (LRFM) method is a widely recognized approach for customer 

segmentation (mahmoud Taher et al., 2016). However, its application can face 
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challenges such as privacy concerns, particularly when dealing with sensitive 

customer data, and the availability of historical data (Supangat & Mulyani, 2023). 

Prior studies indicate that the effectiveness of LRFM analysis relies heavily on 

comprehensive and high-quality historical datasets (Hasan, 2024; Ibrahim & 

Tyasnurita, 2022). Limited access to such data may reduce the method's precision in 

identifying actionable customer insights (Montenegro et al., 2020; Serwah et al., 

2023). Synthetic data can help overcome these obstacles by mimicking real data 

characteristics without exposing sensitive information (Jordon et al., 2018). 

Synthetic data can also be used to generate realistic synthetic time series, improving 

model performance (McCrory & Thomas, 2024; Ramponi et al., 2018).  

This research aims to combine synthetic data, LRFM analysis, and the K-

Means clustering method to perform customer segmentation using synthetic data 

(Ros et al., 2023; Yoon et al., 2019). The quality of clustering will be evaluated using 

metrics like the Silhouette Score and Davies-Bouldin Index (Suraya et al., 2023). 

This approach provides a comprehensive view of customer segmentation and assists 

companies in developing more effective strategies to enhance customer 

relationships. 

 

RESEARCH METHODS 

The research uses the LRFM approach and K-Means algorithm to identify 

customer segments based on purchasing behavior, detailing research methods, data 

collection, preprocessing, implementation, and clustering outcomes as shown on 

figure 1.  

 

 
Figure 1. Methodology 

 

This research implements five stages before applying to LRFM and K-means, 

including: 

Data collection 

Customer transaction data was obtained from the internal database 

management system of a Fintech company. This data includes various information 

such as code, name, data, note, price, status, date_cr, and date_up. The data was 

collected over a specific period, from October 4, 2023, to May 15, 2024. The data 

description is as follows: 
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a. code: The code of the sold product 

b. name: The name of the sold product 

c. data: Contains the customer number 

d. note: Contains transaction notes 

e. price: The price of the sold product 

f. status: The status of the transaction to determine whether the process was 

successful or not 

g. date_cr: The date the transaction was created 

date_up: The date the transaction was successfully processed 

h. Total number of entries in the dataset: 6189 transactions Maintaining the 

Integrity of the Specifications 

Data Pre-processing 

Based on Figure 2, it can be seen that there are no null data, and the data types 

for 'date_cr' and 'date_up' have been converted to datetime, and 'price' has been 

converted to an integer type. After the data cleaning process, the resulting data 

consists of 5791 rows. The focus is only on the following four columns: name, 

price, date_up, and anonymous_id, as shown in Table 1. 

 

 
Figure 2  

 

 
Figure 3 

 

Data Synthetic 

At this stage, the data generation process is carried out using the Time-series 

GAN (TimeGAN) machine learning algorithm. The synthetic data generation 

process increased the number of unique IDs from 1128 to 10000. The original 5791 

rows of data were expanded to 51512 rows. The comparison of value descriptions 

can be seen in Figures 4. It can be concluded that the data maintains the same 

name price date_up anonymous_id

Telkomsel 5.000 5342 04/10/2023 15:13 ad2f0ff7baf245cb8c592ede3de359db

Telkomsel Telepon Pas 5.000 5025 13/02/2024 14:50 ad2f0ff7baf245cb8c592ede3de359db

Telkomsel 5.000 5342 17/02/2024 17:21 ad2f0ff7baf245cb8c592ede3de359db

Telkomsel 5.000 5352 09/03/2024 21:48 ad2f0ff7baf245cb8c592ede3de359db

Telkomsel 10.000 10272 05/05/2024 16:48 ad2f0ff7baf245cb8c592ede3de359db

DANA 70.000 70450 04/10/2023 19:39 d1dcc5240c5d477799e7734b232e0a4a

DANA 50.000 50250 05/10/2023 22:39 d1dcc5240c5d477799e7734b232e0a4a

DANA 80.000 80250 09/10/2023 22:45 d1dcc5240c5d477799e7734b232e0a4a

DANA 75.000 75250 11/10/2023 18:08 d1dcc5240c5d477799e7734b232e0a4a
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structure after the synthetic data process. The purpose of data synthesis is not to 

alter the data but to enrich its patterns. 

 

 
Figure 4 

 

Feature Engineering 

After the LRFM attributes were created, the researcher ensured that these 

features were properly prepared and suitable for use in customer segmentation 

analysis. Thus, the LRFM Feature Engineering process became a key step in 

preparing the data before performing segmentation using K-Means, which is 

expected to provide deeper insights into customer shopping behavior. The results 

can be seen in Figure 5. 

 

 
Figure 5 

 

RESULTS AND DISCUSSION 

The study analyzed customer segments using the K-Means method and the 

LRFM approach, providing a descriptive overview of each segment's size, 

composition, and key characteristics. They also evaluated cluster solutions' quality 

using metrics and used visualizations like centroid clusters, scatter plot, and 

silhouette plot to interpret the results. 

Determing clustering number with elbow method 

 Elbow Methods Determining the optimal number of clusters in K-Means 

modeling can be done using the Elbow method. This method is used to find the 
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appropriate number of clusters in a dataset. Its operation is quite simple and can be 

easily implemented. In the Elbow method, the optimal number of clusters is 

determined by identifying the elbow point on the inertia graph, where this point 

marks a significant change in the decrease of inertia. The chosen number of clusters 

is where the elbow in the inertia curve is observed. 

 

 
Figure 6 

 

Clustering Dataset using K-Means 

In this stage, the K-Means algorithm is applied to the previously prepared 

dataset by determining the optimal number of clusters. The algorithm works by 

initializing cluster centers randomly, calculating the distance between each data 

point and the nearest cluster center, updating the cluster centers based on the 

average of the data points in each cluster, and repeating these steps until 

convergence is reached. The result is a number of clusters representing groups of 

customers with similar characteristics, which will be used for further analysis and 

decision-making. The results of this process can be seen in Figure 7. 

 

 
Figure 7  
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Figure 8 

 

Based on Figure 8, the number of customers in each cluster after removing outliers 

and performing clustering with K=4 is as follows: 

a. Cluster 0: 2006 customers 

b. Cluster 1: 4475 customers 

c. Cluster 2: 406 customers 

d. Cluster 3: 2979 customers 

Based on Tables 4.5 and 4.6, we can see that the characteristics generated using 

synthetic data and original data are not significantly different. 
 

Tabel 1. Karakteristik Kluster pada data sintetik 
 

 

 

 

 

 

 

 

 

 

 

 

Tabel 2. Karakteristik Kluster pada data asli 

Cluster Length Recency Frequency Monetary 
Jumlah 

User 

0 119.75 62.8 7.17 162,873.54 2006 

1 6.69 169.0 1.49 37,008.73 4475 

2 162.38 43.01 22.23 846,204.66 406 

3 15.48 75.22 1.91 44,116.35 2979 

Cluster Length Recency Frequency Monetary 
Jumlah 

User 

0 14.60 104.92 1.89 43,813.85 363 

1 6.60 199.31 1.48 36,460.31 498 

2 118.92 93.64 7.05 163,514.15 222 

3 157.69 74.31 21.13 821,149.76 45 
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Cluster Analysis 

After removing outliers and performing clustering with K=4, we can analyze 

the characteristics of each cluster more deeply and provide tailored strategies for 

each cluster. The characteristics of each cluster are as follows: 

Cluster 0: 

 Customers in this cluster have a long relationship with the company, transact 

fairly frequently, and spend a significant amount of money. This indicates that they 

are high-value and loyal customers. 

Cluster 1: 

This cluster consists of new or less active customers. Their last transaction was 

quite a while ago, and they have a low transaction frequency. They also spend less 

money compared to other clusters. 

Cluster 2: 

Customers in this cluster have very high value. They have a very long 

relationship with the company, transact very frequently, and spend a substantial 

amount of money. They are extremely valuable customers. 

Cluster 3: 

This cluster consists of customers who have a relatively short relationship with 

the company, made a recent transaction, but have a low frequency of transactions. 

They spend a moderate amount of money. 

Based on these characteristics, the company can develop tailored strategies for 

each cluster to enhance customer satisfaction and increase business performance. 

Evaluating the clustering 

The evaluation results of the clusters in this study can be seen in Table 3, 

using the silhouette score calculation method with a value of 0.42 for synthetic data 

and 0.41 for original data. The higher Silhouette Coefficient for synthetic data 

indicates that objects within the cluster have slightly better cohesion compared to 

the original data. Based on the Davies-Bouldin Index, which is lower for the 

original data, it shows that the separation between clusters is better in the original 

data compared to the synthetic data. Overall, these two metrics indicate that both 

synthetic and original data have almost equivalent clustering quality, with synthetic 

data being slightly better in cohesion (Silhouette Coefficient), and original data 

being slightly better in separation (Davies-Bouldin Index). 

 

Tabel 3. Silhouette Coefficient Values 

 
 

CONCLUSION 

Based on the discussion outlined above, the following conclusions can be 

drawn from the clustering results on the LRFM dataset, which divides users into 

four main clusters. Clusters 0 and 2 consist of high-value customers with long-term 

relationships, high transaction frequency, and significant monetary value, and the 

strategy for these clusters is to focus on retention and loyalty by providing special 
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offers, loyalty programs, and excellent customer service. Cluster 1 consists of 

inactive or new customers with short-term relationships, low transaction frequency, 

and low monetary value, and the strategy for this group is to run reactivation 

campaigns and promotions to increase transaction frequency and customer 

retention. Finally, Cluster 3 consists of customers with short-term relationships who 

have made recent transactions with moderate frequency and monetary value, and 

the strategy for this group is to encourage more interactions and purchases through 

personalized offers and purchase incentives. 
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