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ABSTRACT 

Sampling methods are crucial for large-scale assessments. International surveys like PISA, TIMSS, and PIRLS 

use stratified random sampling (StRS) to enhance estimation accuracy, ensure representation of all 

subpopulations, and provide efficient administration. Similarly, Indonesia's National Assessment (AN) applies 

StRS, dividing populations by school size, class size, and gender. However, the accuracy of the AN sampling 

method, including its reliability and validity, has not been tested since its 2021 implementation. This study 

compares the reliability and validity of the AN sampling method to simple random sampling (SRS). Reliability 

is assessed by the consistency of estimates across repeated sampling, indicated by small standard error (SE) 

and confidence intervals (CI). Validity measures how accurately sample estimates reflect population 

parameters, evaluated through Mean Square Error (MSE). Using AN data from 1.9 million junior high school 

students out of 4.2 million, the analysis shows no significant differences in national population parameters 

between StRS and SRS. Both methods produce similar mean estimates (55) and standard deviations (10.7). 

However, StRS demonstrates greater variability in weights, reflecting its ability to account for sampling 

structure. At the school level, StRS outperforms SRS, yielding narrower CI and MSE ranges, highlighting its 

superior reliability. While MSE differences are statistically significant, their practical impact is minor due to 

the small effect size and large dataset. These results suggest StRS is more reliable for school-level reporting. 

KEYWORDS  standard error, mean square error, national assessment, simple random sampling, stratified 

random sampling 
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INTRODUCTION 

Sampling methods play an important role in large-scale assessments. International 

surveys such as PISA, TIMMS, and PIRLS use sampling methods stratified random sampling 

(StRS) . Similar to international surveys, the National Assessment (AN) also uses the sampling 

method (OECD, PISA 2022 Technical Report, 2024; Almaskut, LaRoche, & Foy, 2023; Mang, 

Küchenhoff, Meinck, & Prenzel, 2021; LaRoche & Foy, 2020) stratified random sampling 

(Pusmendik, 2024a). AN is a form of evaluation of the education system by the Ministry of 

Education, Culture, Research, and Technology (Kemendikbudristek) at the primary and 

secondary education levels in formal and non-formal channels, the AN component consists of 

Minimum Competency Assessment (AKM), Character Survey, and Learning Environment 

Survey. AN participants included all principals, all teachers, and student representatives as 

many as 30 students for grade 5 and 45 students for grades 8 and 11 from each school 

throughout Indonesia who were randomly selected (Machromah et al., 2021; Megawati & 

Sutarto, 2021; Widarti et al., 2022). 

Sampling method stratified random sampling (StRS) is one of the probability sampling 

methods where the population is divided into several subgroups called strata, then in each strata 

the sample is as much n units selected by the simple random sampling (Lohr, 2022; Wu & 

Thompson, 2020; Taherdoost, 2016; Levy & Lemeshow, 2013). This method has several 

advantages, namely A higher level of estimation accuracy Well compared to other methods, all 

recognized subpopulations are represented in the sample, the ability to calculate the accuracy 

level of the subpopulation measurements, efficient administration as it allows for small 

http://sosains.greenvest.co.id/index.php/sosains
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sampling or different sample administration for each strata. Then what is meant by the simple 

random sampling (SRS) is a combination of the appearance of a number of samples (n) of the 

population (N) has the same probability (Lohr, 2022; Wu & Thompson, 2020; Taherdoost, 

2016; Levy & Lemeshow, 2013). The advantage of SRS is that its sampling process is simple 

and every member of the population has an equal chance of being selected. (Berndt, 2020)In 

AN the strata of school size, class size, and gender are used. What is meant by school size is 

the number of students at the AN sample level (grades 5, 8, and 11). Then what is meant by 

class size is the number of students in each class. And gender is the number of males and 

females in each class (Pusmendik, 2025) 

Since it was first implemented in 2021, the sampling method at AN has not been tested 

for accuracy. This is important Because the concept of accuracy has to do with reliability and 

validity. The AN sampling method is tested by comparing reliability and validity with other 

sampling methods, in this case SRS. In addition, there are two other reasons why the sampling 

method in AN needs to be tested for accuracy. The first is, based on the (Lohr, 2022). The 

monitoring report on the implementation of AN from the Center for Education Assessment 

(Pusmendik), some schools feel disadvantaged because the students selected as samples are 

students who have low ability, so they are considered not representative of the school. The 

second reason is that the proportion of the sample to the population in the AN is relatively large 

compared to the PISA international study. So it needs to be confirmed whether the large 

proportion of AN is enough to use SRS or still have to use StRS. Based on data from the 

Pusmendik, in AN 2022 the proportion of samples – the population at the junior high school 

level is 44.74% which is obtained from dividing the number of student samples as many as 

(Pusmendik, 2024b)1,908,413 with a total population of 4,262,615. Meanwhile, in PISA 2022, 

the proportion of Indonesian samples was only 0.04% (13,439 samples out of a population of 

3,790,846 students). In PISA 2022, the average proportion of the sample – population in PISA 

participating countries was 16% with the smallest proportion belonging to the United States, 

which was only 0.01% (4,552 samples from a population of 3,661,328 students) and the largest 

proportion was Macau with a proportion of 99% (4,384 samples from a population of 4,423 

students). 

Then related to accuracy consisting of reliability and validity, this study defines the 

reliability of sampling methods as The ability to produce the same estimation of population 

parameters if the sampling process is carried out repeatedly, good consistency is demonstrated 

by standard error (SE) small ones. Taking into account that the actual population parameters 

are unknown and assuming the distribution of observation scores follows a normal curve, Levy 

& Lemeshow provide a formula for the confidence level of sampling with correction if the 

population number is known (Levy & Lemeshow, 2013; Lohr, 2022) FPC/finite population 

correction) as follows: 

𝑥′ ± 𝑧
1−(

𝛼
2

)
(𝑁)√

𝑁 − 𝑛

𝑛
(

𝑆𝐷𝑥

√𝑛
) 

Where x’ is an estimate of population parameters, N is the sum of the population, n is 

the number of samples, and SDx is the standard deviation, and is the percentile of the normal 

standard distribution. This study used an alpha (α) value of 5% in calculating 𝑧
1−(

𝛼

2
)
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Validity is defined as How far is the approximate accuracy of the parameter estimation relative 

to the actual parameter value. The validity of the sampling method was measured using (Levy 

& Lemeshow, 2013; Lohr, 2022) Mean Square Error (MSE). The formula for calculating MSE 

is as follows: (Lohr, 2022; James, Witten, Hastie, & Tibshirani, 2013) 

 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑥𝑖 − 𝑓(𝑦𝑖))2

𝑛

𝑖=1

 

 

Where MSE is the average square of error, n is the number of samples, is the score of the 

observation of subject 𝑥𝑖i, and is the prediction result of the score of subject 𝑓(𝑦𝑖)i. This study 

uses the normal distribution reference as a comparison of the distribution of observations. 

 Some of the research relevant to this study is research from Taherdoost who explained 

six stages on how to choose the right sampling method in the sampling process. Taherdoost 

explained that there are six stages in the sampling process, namely describing the target 

population, choosing a sampling framework, choosing a sampling technique, determining 

sample size, collecting data, and measuring the response rate.  Then Berndt made an article 

about the characteristics of probability and non-probability sampling methods and explained 

the advantages and disadvantages of the types of sampling methods in the group of probability 

sampling methods, such as the SRS method which has advantages that are easy to understand 

and every member of the population has an equal opportunity to be selected. The disadvantage 

of the SRS method is that it has to have a complete list of population members which is 

sometimes difficult to meet. Then the systematic sampling method has the advantage of being 

easy to do compared to SRS and can choose a relatively balanced sampling between members 

of the population, while the disadvantage of this method is that sometimes important 

characteristics of the population can be missed to be captured by the sampling algorithm. In 

StRS, the selected sample is more representative of the population so as to increase the external 

validity and generalizability of the research and this method has the disadvantage of not being 

able to use it for populations that do not have clear unique characteristics and can separate 

populations based on their characteristics. On the (2016) (2016) (2020)cluster random 

sampling has the advantage of being relatively economical and can be done when dealing with 

a large population while maintaining variability in the population. The disadvantage of this 

method is that the assumption that each cluster has the same characteristics sometimes 

simplifies the population and creates bias. 

Furthermore, Lin's research on the effects of (2018)ONE Against bias in meta-analysis 

with a small sample shows that the results of the meta-analysis should be treated very carefully, 

the research variant should not be enforced as a true variant, and the meta-analysis should 

consider sampling errors to avoid biased results. Altman and Bland's writings make it clear that 

(2014a; 2014b) ONE is a way of a study to reduce uncertainty. Sampling error is a statistical 

focus because a study uses one group of people who are one of many possible groups of the 

population represented by that group. Therefore, interval confidentiality and hypothesis testing 

were used to capture the uncertainty of the study results. However, it is sometimes often 

forgotten that ONE only reflects the consistency of a study and does not represent the accuracy 

of the research. One way to measure the accuracy of a study is to evaluate the model used in 
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the study. A controversial statement regarding the evaluation of the model was made by 

Willmott and Matsuura stating (2005). Mean Absolute Error (MAE) is better compared to Root 

Mean Square Error (RMSE) is related to models that predict weather because RMSE as a 

function is influenced by the magnitude of the error, the distribution within the error, and the 

number of samples, while the MAE is only influenced by the magnitude of the error. This study 

compares the reliability and validity of the AN sampling method to simple random sampling 

(SRS). Reliability is assessed by the consistency of estimates across repeated sampling, 

indicated by small standard error (SE) and confidence intervals (CI). Validity measures how 

accurately sample estimates reflect population parameters, evaluated through Mean Square 

Error (MSE). The optimal RMSE is used to predict Gaussian Error and the maximum MAE is 

used to predict Laplacian error. Social studies usually use the assumption of normality 

(Gaussian) in testing hypotheses, while Laplacian distributions are more often used to describe 

distributions with sudden changes. 

 

METHOD 

This study uses a quantitative approach to answer research problems. Quantitative 

research is a research method approach that aims to test theory by examining the relationships 

between measurable variables so that they can be analyzed using statistical procedures 

(Creswell & Creswell, 2018). This study uses secondary data from the Pusmendik in the form 

of AKM numeracy scores at the junior high school level taken during the implementation of 

the 2022 AN. This study uses descriptive analysis techniques and comparative analysis 

techniques of two groups. In the descriptive analysis, a description of the central tendency of 

the research variables will be carried out. In the comparative analysis of the two groups, it will 

be compared ONE and MSE from the StRS and SRS methods.  

In order for the two methods to be compared, the same sample data will be applied as 

StRS and SRS. Although the research data is the result of the StRS process, it can be applied 

as if it were SRS by estimating population parameters based on the SRS method. The following 

formula for calculating the total estimate, average, and population variance using the StRS 

method refers to the explanation of the Levy & Lemeshow and Lohr. In StRS, the sample 

weight () is the number of units in the population represented by the sample and formulated by 

𝑤ℎ𝑗𝑤ℎ𝑗 = 𝑁ℎ/𝑛ℎ, where is the number of populations in the strata 𝑁ℎh and is the number of 

samples in the strata 𝑛ℎh. Estimation The total value () in StRS is calculated using the following 

formula:�̂�𝑠𝑡𝑟𝑠 

�̂�𝑠𝑡𝑟𝑠 = ∑ 𝑁ℎ

𝐻

ℎ=1

�̅�ℎ 

Where 𝑁ℎ is the number of strata members and is the average for each strata. The estimated 

�̅�ℎaverage value (�̅�) in StRS is calculated using the following formula: 

�̅�𝑠𝑡𝑟𝑠 = ∑
𝑁ℎ

𝑁

ℎ

ℎ=1

�̅�ℎ 

Where h is a member of the strata, 𝑁ℎ is the number of strata members, N is the total number 

of members of the population, and is the average of each strata�̅�ℎ. The estimated value of the 

variant () of StRS is calculated using the following formula:𝑆𝑠𝑡𝑟𝑠
2  
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𝑆𝑠𝑡𝑟𝑠
2 =

1

𝑁ℎ − 1
 ∑(𝑥ℎ𝑖 − �̅�ℎ)2

𝑁ℎ

𝑖=1

 

Where h is strata, 𝑛ℎ is the number of samples in strata, is the number of strata members, is the 

result of observation of subject 𝑁ℎ𝑥ℎ𝑖i in strata h, and is the average in strata �̅�ℎh. Standard 

deviation (SD) can be calculated by squared the estimated value of population variance, so that 

𝑆𝐷𝑠𝑡𝑟𝑠 = √𝑆𝑠𝑡𝑟𝑠
2 . 

Furthermore, for the calculation of total estimates, averages, and variances the SRS 

method refers to the formulas described by Levy & Lemeshow and Lohr. Sample weight on 

SRS (WSRS) calculated using the formula  wsrs= N/n.  where N is the sum of the population 

and n is the number of samples. Estimated value total () in SRS uses the following formula:�̂�𝑠𝑟𝑠 

�̂�𝑠𝑟𝑠 = ∑ 𝑥𝑖

𝑁

𝑖=1

 

Where is the result of observation of population members 𝑥𝑖i and N is the number of population 

members. The estimated average value ()�̅�𝑠𝑟𝑠 in the SRS is calculated using the following 

formula: 

�̅�𝑠𝑟𝑠 =
1

𝑛
∑ 𝑥𝑖

𝑖 ∈ 𝑠𝑎𝑚𝑝𝑒𝑙

 

Where n is the number of samples, i is the sample unit, and is the result of the measurement of 

the sample unit 𝑥𝑖i. The estimated variance in SRS () is calculated using the following 

formula:𝑆𝑠𝑟𝑠
2  

𝑆𝑠𝑟𝑠
2 =

1

𝑁 − 1
∑(𝑥𝑖 − �̅�)2

𝑁

𝑖=1

 

Where n is the number of samples, N is the number of populations, 𝑥𝑖 is the result of sample 

observation i and is the average of the variable �̅�x. The standard deviation formula (SDsrs) in 

SRS is the same as in StRS, which is the square root of the population variance estimate, so . 

𝑆𝐷𝑠𝑟𝑠 = √𝑆𝑠𝑟𝑠
2  

 

RESULTS AND DISCUSSION 

 

Table 1. Central Tendencies, Weights and Population Estimates 

Central Tendencies StRS SRS 

 N 4.262.615 

 n 1.908.413 

 Rerata 2,23 2,23 

Weight SD 2,08 - 

Sampling Varian 4,34 - 

 Range 1 – 48 - 

 Rerata 55 55 

Estimation  SD 10,7 10,7 

Population Varian 114 115 

 Range 0 – 100 0 – 100 

CI 5% Population 0,0168 0,0169 
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MSE Population 230 230 

 

The results of the descriptive analysis showed that in terms of population, there was no 

difference in population parameters between the sampling results of StRS and SRS. Table one 

shows a population of 4.2 million students and a sample of 1.9 million students. In addition, 

table one also shows the central tendency of population weight and estimation where the 

average sampling weight for StRS and SRS is the same as 2.23. Only the SRS weight does not 

have an SD and variant because for SRS all samples have the same weight, all samples on SRS 

are considered to represent about 2.23 students. Meanwhile, StRS has a weight variant of 4.38 

and SD a weight of 2.08 with the smallest weight range of 1 and the largest 48. In StRS, the 

sample that has a weight of 1 is likely to be a student whose entire student in the school is used 

as an sample, while the student with a sample weight of 48 is likely to be the only student 

selected from his class to be the AN sample and happens to be from a large class.  

For the population parameters, as shown in table one, it can be seen that the population 

parameters between the StRS and SRS methods are not different. The average between the 

StRS and SRS methods is both 55, with an SD of 10.7. As for the variants between the StRS 

and SRS methods, there are slight differences, namely 114 and 115. The reliability (CI) and 

validity between the StRS and SRS methods are also not much different. For the confidence 

level (CI) at 5% is around 0.02 for both the StRS and SRS methods and MSE  is 230 points, 

both for the StRS and SRS methods. 

The results of the estimation of population parameters between the StRS and SRS 

methods which are very similar are likely due to the fact that the data used is sampling data 

from the StRS method, the difference between the StRS and SRS methods in this study only 

exists in the calculation of sample weighting. In simulation studies where the StRS and SRS 

methods were compared in their entirety, it was shown that the StRS method was better than 

SRS. As researched by Ding, et al.  The experiment of estimating electricity consumption in 

circuits was studied by experimental methods, where sampling was carried out with a measure 

of electrical power when the circuit was electrified showed that the StRS method was much 

more reliable than the SRS method because it had a much smaller error. Then simulation 

research from Wibowo, et al. showed that the StRS method has HERSELF and MSE which is 

better compared to the SRS method. The research is a simulation research using data from the 

2011 PODES survey. The difference in results between similar studies can be explored by 

conducting a simulation study based on AN empirical data. 

Furthermore, a school-level analysis is carried out, where the reliability (THERE) and 

validity (MSE) between the StRS and SRS methods compared at the school level. This analysis 

is important to do because the results of the AN are reported to the public in the form of 

education report cards at the school level. To investigate the accuracy of sampling results at the 

school level, a calculation will be carried out (Mendikbudristek, 2022). THERE and MSE  in 

each school that participates in AN. Based on data, there are 58,292 junior high schools 

participating in AN 2022 with 221 schools that only have 1 student. These schools were not 

included in the analysis at the school level because they did not have a variance in scores, so 

the analysis at the school level involved 58,071 AN schools. At the school level, using the StRS 

range method CI is 0 – 17.5 and the MSE range is 0.02 – 1.641. While using SRS, the range 

CI is 0.14 – 34.5 and the MSE range is 0.008 – 1.387. 
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Figure 1. Boxplot CI 5% and  school MSE between StRS and SRS methods 

 

Figure 1 shows boxplot Spread CI and MSE at AN school. In the picture it can be seen 

that in general CI The SRS method is spread at higher values and has a much wider range 

compared to the spread CI StRS. This is also proven by the test Wilcoxon Signed-Rank pairing 

between CI StRS and SRS methods of W = 169.219.219, p < 0.01 with a relatively large effect 

size, i.e. r = 0.70 . A more detailed observation of the (Gignac & Szodorai, 2016)CI at the 

school level, it shows that the StRS method has better reliability than the SRS method when all 

students in one school are taken as samples. In schools where all students are taken as samples, 

they have a high score CI = 0, whereas using the StRS method, the CI value ranges from 0 – 

0.14. This happens because StRS in AN takes into account schools as strata so that it recognizes 

the number of students in each school. Meanwhile, the SRS method only recognizes the number 

of student populations. From the analysis at the school level, it can be concluded that the StRS 

method can better distinguish the school average from the distribution CI which is smaller 

compared to the SRS method. 

Next, the comparison MSE between the StRS and SRS methods also showed significant 

differences with W = 943.859.263, p< 0.01. Despite MSE These two methods proved to be 

significantly different, but with a small effect size, namely r = 0.10, this difference is likely due 

to the large amount of data. despite the distribution MSE The StRS and SRS methods differ 

significantly with small effects, so the significant differences are less meaningful. Masha & 

Vetter  (2018)explains the larger the sample count, the smaller the size of the effect produced, 

this is related to the power of drawing conclusions to avoid error type II (false negative). In the 

context of this study, the amount of data (n) 58,071 schools are relatively large, so it is very 

easy to be significant and produce a small effect size. The analysis of the difference between 

the two groups using the test Wilcoxon Signed-Rank pairs because the normality test on the 

data shows that the data is not distributed normally. 
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CONCLUSION 

In the context of AN, the StRS and SRS methods show equal reliability and validity in 

population parameters, although it is necessary to emphasize the difference in sampling 

methods in this study only at the level of calculating the sampling weight and estimating 

population parameters (mean, SD, and variant). For further research, simulation research can 

be carried out because simulation studies help to evaluate statistical methods in controlled 

conditions such as in a laboratory room and allow to compare different conditions more 

economically (Boulesteix et al., 2020). Meanwhile, at the school level, the StRS method has 

been proven to have better reliability compared to the SRS method. It can be said that the StRS 

method is more reliable for describing subpopulations than the SRS method. On a practical 

level, these findings can be a guide for analyses related to AN involving comparisons between 

sub-populations, so the results will be more reliable if using the weight of the StRS calculation. 

Meanwhile, the validity comparison shows that both the StRS and SRS methods have a 

relatively similar level of validity.  
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